
what a  long way we really have to go before 
such  claims  have  more than a shred of 
reality. We urge our readers simply to 
maintain a healthy skepticism for anything 
and everything in this young and rapidly 
evolving  field. We must all learn to become 
intelligent and discriminating users of soft- 
ware. And some of us will also learn how to 
set standards whereby future CACSD pack- 

ages will be developed which can truly be 
used easily, efficiently, and confidently by a 
“non-expert“. To that end, we firmly be- 
lieve that the only thing that will elevate us 
from an era of piecemeal, patchwork, some- 
times half baked attempts will  be an oppor- 
tunity for long term funding at an appro- 
priate level.  A disciplined, broadly based, 
well coordinated team can produce tools for 

CACSD of lasting quality. But exception- 
ally high quality software is exceptionally 
expensive-at least in the short run-in both 
time  and money. However, an economic 
argument for a major CACSD commitment 
can certainly be made, and  we hope that a 
major effort can be undertaken which  will 
involve both coordinated funding and  co- 
ordinated research. 
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Abstract 

An interactive  software facility for 
designing multivariable  control systems 
is  described.  The  paper  discusses the 
desirable  characteristics of such  a  facil- 
ity,  the  particular capabilities of CLADP 
and  the  numerical  algorithms which  lie 
behind  them, and the probable  course of 
future  development. 

1. Introduction 
The problem of cmting a feedback  con- 

troller  for a  plant described in  terms of a 
given  dynamical model  has  three aspects, 
conventionally called analysis,  synfhesis 
and design. In developing  a  synthesis 
technique, the  aim  is to  formulate a de- 
sired  objective  as a  sharply-defined 
mathematical problem  having  a  well- 
founded solution  which is expressible in 
terms of  a workable,  efficient and robust 
computer algorithm. In principle  then, 
one  loads  the  synthesis problem descrip- 
tion  into the computer  and the  answer 
duly  emerges. The disadvantages of a 
purely  synthetic approach to design  are 
obvious in an engineering context  since 
the role  of the  designer, particularly  the 
exercise of  his  intuitive judgment and 
skill, is  severely  reduced. An even 
greater  drawback is that, at the beginning 
of his  investigations, the designer simply 
may be unable  to specify what he wants 
because he  lacks  information  on  what he 
will  have  to  pay, in engineering  terms, 
for  the  various  aspects of desired  final 
system  performance. 

In developing a  design technique,  one 

seeks  to  give a practicing and experi- 
enced  design  engineer a set of manipula- 
tive  and interpretative  tools which will 
enable  him to build up, modify and  assess 
a design put together on the basis of the 
physical reasoning  within  the guidelines 
laid down by his engineering experience. 
Thus,  design inevitably  involves both 
analysis  and synthesis  and hence, in the 
development of design techniques, con- 
sideration of the way in which  a designer 
interacts with the computer is vitally 
important. It is  imperative to share the 
burden of work  between computer and 
designer in  such  a way that each makes 
an  appropriate contribution to the overall 
solution. 

In developing the Cambridge Linear 
Analysis  and Design Programs (CLADP) 
the  aims have  been to: 

(i) allow the designer  to fully  de- 
ploy his intuition, skill and exper- 
ience while  still  making  an effec- 
tive use  of  powerful  theoretical 
tools; and 
(ii) to harness  the  manipulative 
power of  the computer to minimize 
the  level  of  detail  with which the 
designer has to  contend. 

The  designer  communicates with the 
computer through an interface. This  al- 
lows him to interpret what  the computer 
has  done and to specify what  he  wishes it 
to do next. In general terms we will call 
anything which is presented to the  de- 
signer by the  computer, and which is 
relevant  to the  design process, an indi- 
cator. The  designer must operate within 
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an appropriate conceptual framework, 
and  any powerful  interactive  design 
package must  present  the designer with 
the full  set  of  indicators  required to 
specify  his needs  and  interpret his results 
in the  context of his conceptual frame- 
work. 

The  computer is used  for calculation, 
manipulation  and  optimization. In any 
fully-developed interactive  design  pack- 
age  the  “tuning” of controller para- 
meters is  best  done by a systematic use of 
appropriate optimization  techniques. 
Generally  speaking, in  the  design process 
the designer will be doing  analysis and 
the computer will be doing  synthesis. 
That is to  say, the computer will be used 
to  solve a series of  changing and restric- 
tively-specified synthesis  problems put to 
it by the designer as he works his way 
through a range of alternatives, among 
which he chooses  on  the  grounds of 
engineering  judgment,  as he travels to- 
wards  his final design. 

Since  the  designer will  usually want to 
think in the most  physical way possible 
about the complex issues  facing him, a 
high premium is placed on  developing  a 
conceptual  framework which makes the 
maximum use of his sparial intuition, and 
which is formulated  as much  as  possible 
in geometric  and topological terms. For 
this  reason, heavy emphasis is placed in 
CLADP on generalized frequency-re- 
sponse  methods. Generalized  Nyquist 
diagrams and  multivariable  root-locus 
diagrams  are used as  indicators  of  sta- 
bility.  These  are derived  from  frequency- 
dependent  characteristic decompositions 
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of transfer function matrices. While  such 
a decomposition gives accurate stability 
information, singular-value  decomposi- 
tions (or Nyquist or Bode arrays)  are 
needed  for an accurate assessment  of 
performance  and robustness. 

Bode plots  of  principal  gains  (derived 
from  frequency-dependent  singular value 
decompositions)  are used as  indicators 
for  performance and in  investigations of 
robustness.  These indicators enable a 
natural extension  of the classical gain/ 
phase approach to feedback  system  de- 
sign  to be made to the multivariable case. 
For complex plants they can be used to 
derive a realisfic closed-loop  specifica- 
tion, which can then be achieved  using 
appropriate  parameter optimization  tech- 
niques. 

2. Summary of CLADP  Capabil- 
ities 

Analysis  Facilities 

Some  analysis is required both before 
and  after attempting  the  design of a  mul- 
tivariable feedback system. Before  start- 
ing the design, it is  necessary .to see 
whether the system  is stable,  and, if not, 
how  many  unstable  poles it has. It  is 
useful to check  for any right-half  plane 
zeros. which  will  impose an upper bound 
on the attainable  closed-loop bandwidth. 
The Nyquist array, in Bode form, will 
disclose whether  there are any sharp res- 
onances which can be expected to give 
trouble, and  whether the system  trans- 
mission  paths  are strongly  cross-coupled; 
it will also reveal the open-loop  band- 
width  of each transmision path. CLADP 
provides facilities for performing  this 
analysis  easily,  as well  as  the  post-design 
analysis  described  below. 

After proposing  a  feedback design, the 
most  important  property to be checked  is 
closed-loop  stability.  This is most con- 
veniently done by computing and dis- 
playing  the characteristic loci of the com- 
pensated  system, and applying  the Gen- 
eralized Nyquist theorem [ I ] .  It is also 
possible  to display  a  root-locus diagram, 
but this is usually much less useful for 
multivariable systems than it is for sin- 
gle-loop  systems,  since it gives virtually 
no  guidance on how the design may be 
improved  (for  example,  to attain greater 
stability  margins). 

It is usually  simple  enough to achieve 
closed-loop  stability. To achieve accept- 
able  closed-loop performance  as well is 
much more  difficult. For single-loop  sys- 
tems the  Nyquist  locus. in any of its usual 
forms,  gives reliable  information about 
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Fig. I .  Closed-loop characteristic  and  principal gains. 

stability,  performance, and  robustness of 
the design in the face  of  large  parameter 
variations.  However, in the case of mul- 
tivariable  systems, the characteristic loci 
carry all  this  information only for the 
special  case of so-called “normal” sys- 
tems,  i.e. those for which the return-ratio 
matrix Q ( s )  satisfies 

Q(s)Q*(s) = Q*(s)Q(s)- 

(Where * denotes “complex-conjugate 
transposed”). In general, the character- 
istic  loci  can give  misleading  information 
about  performance  and  robustness, and it 
is necessary  to  compute and  display other 
indicators in order  to  assess these. 

CLADP allows the designer  to display 
the  “principal  gains” of the  open-loop 
return-ratio Q(s)  (i.e., the  singular  val- 
ues  of QW), evaluated  over a range of 
frequencies) [2] [3], as well as the prin- 
cipal gains of the closed-loop transfer 
function ( I + Q ) - ’ Q .  and of the sensi- 
tivity  function ( I+Q)-’ .  These  displays 
allow aspects of performance, such as 
“velocity  constant”, “output-disturb- 
ance rejection  bandwidth”, etc.,  to be 
accurately  quantified. For example,  Fig. 
I shows the two principal gains,  as well 
as the gains of the  characteristic loci, of 
( 1 + Q ) - ’ Q  for a 2-input, 2-output sys- 
tem. By adopting  an  arbitrary  definition 
of bandwidth, namely the “-3dB  fre- 
quency”, we can define the  “tracking 
bandwidth“, w I, up to which tracking of 

reference  signals  can be guaranteed to be 
good, and  the  “noise-transmission  band- 
width”, w 2 ,  beyond  which  transmission 
of sensor noise  can be guaranteed to be 
small. Note that  the smallness o f o 2  - w 1 

gives  one measure  of  the efficiency of the 
design, which  would be greatly  overesti- 
mated by looking at the characteristic 
gains  alone. Principal gains  are  also use- 
ful  for  assessing robustness [3] [4]. 

A complementary  means of assessing 
performance  and robustness is to display 
the  Nyquist  arrays of ( I+Q)-’Q and of 
(1+Q)-’  [5]. In Bode  magnitude form 
these  give performance  assessments 
which are particularly  useful if the  de- 
signer is faced with “structured uncer- 
tainty”-for example, if  he knows  that 
disturbances acting on certain outputs  are 
“high  frequency” while  those  acting on 
others  are  “low  frequency”. Interaction 
in the  closed-loop  design, as well as 
robustness in the  face of partial or com- 
plete  loop  failures,  can also be assessed 
from  suitable Nyquist arrays. 

The return-ratio of a multivariable sys- 
tem  depends on the point of the loop at 
which it  is calculated. Thus, if the plant 
transfer function is G(s) and the com- 
pensator transfer function is K(s) ,  the 
return-ratios Q l(s) = G(s)K(s) and Qz(s) 
= K(s)G(s) are not the same. Information 
about robustness in the face of sensor 
failures is carried in Q ,(s), whereas if 
actuator failures are of concern, then 
Q2(s)  must be looked at. For this reason 
CLADP allows all the computations men- 
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Fig. 2. Closed-loop  Nyquist array  at  actuators,  with  generalized  Gershgorin circles. 

tioned above to be performed for any 
point of the loop. Fig. 2 shows the 
Nyquist array of (I+Q2)-*Q2 for a 2- 
input, 2-output design, with “general- 
ized Gershgorin circles” [6] superim- 
posed.  From these it can be deduced that 
the designed closed loop will be stable 
for the gain of the actuator on input 1 
lying anywhere between 0 and 2.2 (nom- 
inal value = I), and the gain of the 
actuator  on input 2 simultaneously lying 
anywhere between 0 and 3.6. 

In addition to these frequency-domain 
tools  for analysis, CLADP provides some 
basic  simulation  facilities for checking 
step responses, etc. 

Synthesis Facilities 

The synthesis facilities available in 
CLADP range from very simple manip- 
ulative aids to quite sophisticated algo- 
rithms. At the lowest level, there are 
facilities for entering and modifying 
compensators from the keyboard, and for 
arranging these compensators into simple 
networks around the plant. These facil- 
ities alone are of significant assistance 
when using design techniques such as 
Inverse Nyquist Array [7] or Sequential 
Return Difference [SI, which put almost 
all the load of synthesis onto the de- 
signer. 

At the next level of sophistication 
comes the ‘ALIGN’ algorithm, which 

computes a real approximation to the 
inverse of a complex matrix. This is 
useful for decoupling the forward path in 
the region of the desired cross-over fre- 
quency, and for achieving diagonal 
dominance if one is using the lNA design 
technique. It is also an essential tool if 
one is designing an Approximate Com- 
mutative Controller [9], which  is a tech- 
nique for manipulating characteristic 
loci. Here the designer is still left with 
the problem of choosing compensators 
for each characteristic locus (which he 
does using classical frequencydomain 
methods), but  the tedious and compli- 
cated task of computing real approxi- 
mations to complex eigenvector frames is 
taken over entirely by the program. 

Much closer to a complete synthesis 
facility is an algorithm for tuning com- 
pensator parameters [5]. This requires 
the  designer to specify the closed-loop 
transfer function matrix which  he  would 
like to achieve. The designer must also 
specify the structure of the compensator, 
namely the poles of each element, the 
order  of the numerator of each element, 
and whether any elements are constrained 
to be zero.  The numerator coeffkients 
are tuned by obtaining a least-squares fit 
to the desired closed-loop transfer func- 
tion at a number  (typically 50) of spec- 
ified frequencies. This algorithm is  very 
flexible, particularly when combined 

with some of the other facilities of 
CLADP. For example, by augmenting 
the plant model suitably, one can impose 
constraints on plant input variations. On 
the other  hand, the algorithm is not very 
robust if the designer demands too much: 
he must use the analysis facilities care- 
fully to deduce achievable closed-loop 
performance-in some cases this will 
involve him in performing a preliminary 
design using some other technique. 

A key feature of CLADP is a very 
powerful matrix manipulation facility. 
More will be said about this later, but 
here we note that this facility can be  used 
to perform steady-state LQG design. 
Plant models can be augmented with 
disturbance dynamics, and advanced 
procedures such as the ‘asymptotic re- 
covery’ advocated by Doyle and Stein [3] 
can be implemented very easily. Control- 
lers  designed in this manner tend to have 
a high dynamic order. This is often not a 
problem nowadays, in  view of the ad- 
vanced technology available for imple- 
menting controllers. But if  it is a prob- 
lem, a very effective order reduction al- 
gorithm, based on the theory of balanced 
realizations [IO], is available. 

‘Utilities’ 

A control system designer spends 
much of his time performing routine 
tasks such as factorizing polynomials, 
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inverting matrices, combining connected 
sets of system equations into single sys- 
tem descriptions, converting state-space 
descriptions to transfer-function descrip- 
tions and vice-versa, and so on. Facilities 
for all these and other similar tasks are 
provided by CLADP. 

The most powerful of these ‘utilities’ 
is the matrix manipulation facility, which 
allows the manipulation of algebraic and 
other expressions involving matrix 
names. Its capabilities are best demon- 
strated by  an example. Suppose the 
steady-state Kalman filter gain is  to  be 
calculated for a system with disturbance 
covariance Q and measurement noise 
covariance R .  and the system equations 
are 

f = A x + ~  

y = cx + u. 
One  way of computing the Kalman  filter 
involves  finding the eigenvalues and 
eigenvectors of the matrix: 

[-: cT:lc 1. 
In CLADP  this can be done by the simple 
statement: 

W = EIG((-TR(A)!  (TR(C)* 

INV(R)*C))‘(Q!A),  VAL). 
Here  operators ! and ’ are used to as- 
semble partitioned matrices, so that X!Y 
= [X u]. andX‘Y = $1 . TR(.) is the 
transposition  operator, while INV(-) de- 
notes  inversion.  The eigenvalues of the 
assembled matrix are stored in the (com- 
plex)  vector  VAL,  and its  eigenvectors 
are  stored in the (complex) matrix W. 

Sequences of statements of this kind 
can be run from  “batch  files” which 
provide a  kind of macro facility, with 
some  conditional control of flow.  Indeed, 
batch  files containing any CLADP  state- 
ments  can be run non-interactively. This 
is useful,  for  example,  for repeating the 
same computations for a  number  of dif- 
ferent  models. 

Another vital utility is the provision of 
appropriate prompts for the user  who is 
not  sure of the options which are avail- 
able to him at  any  point. For such  a 
“help“ facility to be effective, a  balance 
has to be struck  between  restricting the 

~ user’s options  excessively, and swamp- 
ing  him with so many options that he 
becomes  confused. The  latter  possibility 
poses a serious  problem, since most users 
are  either beginners or occasional  users. 
In CLADP there is a  tendency to swamp 
rather than  restrict  the  user, but this is 
currently being  ameliorated by the pro- 

vision of hierarchically  organized 
“menus“ of options, so that the designer 
can  choose to examine only the “display 
manipulation”  options. or only the 
“computation”  options, and so on. 

Discrete-Time 

The  analysis and  design of discrete- 
time  systems in the  form of either  state- 
space  descriptions or z-transform  transfer 
function matrices is fully supported in 
CLADP. All facilities  exist in parallel for 
continuous and  discrete-time sytems. 
There  are  also utilities for converting 
from  one  form to the other. 

Since  CLADP has been developed in a 
university  research group, it contains 
some  facilities which aid theoretical in- 
vestigations, but are not directly useful in 
the  design process-or at least, no direct 
use has yet  been found for them. An 
example of  these  is  the  capability of 
displaying individual sheets of the 
Riemann  surface which is  the  domain of 
a characteristic gain or frequency  func- 
tion. 

Of  more  practical use. but still un- 
proven in design,  are facilities  for  ana- 
lyzing  systems described by irrational 
transfer function matrices. 

3. Algorithms 

CLADP generally  uses  reliable nu- 
merical algorithms, although it does not 
make use  of some of the  latest  advances. 
since it has been under  development  for 
the last six years.  Some of the algorithms 
are  outlined below. 

The key  decision which was taken in 
CLADP was to avoid  analytical evalua- 
tion of the  resolvent  matrix (SI-A) - ’ , but 
to use  pointwise  evaluation  instead. Con- 
siderable use is also made of curve fit- 
ting.  This approach  has  resulted in the 
ability of CLADP  to handle the complex 
models which usually arise in real  design 
studies.  Successful  designs have been 
performed for  a 40-state,  2-input, 3-out- 
put continuous-time  model, and for a 17- 
state,  5-input, 5-output  discrete-time 
model. both of these  models bein, 0 ulven 
to  CLADP in state-space form. The 
pointwise evaluation of the frequency 
response  allows the user to spot im- 
mediately any dubious results,  since 
these  are usually  revealed by discontin- 
uities in the displayed loci.  The user  can 
also  change  the set of frequencies at 
which the  evaluation  is performed, and 
can  therefore make  these  frequencies 
more  dense in the  region of a  resonance 
or other important feature, and  less  dense 
elsewhere. 

The  option is  provided of transforming 
the ‘A’  matrix of a state-space model to 
either  Hesenberg or tridiagonal form 
before computing  the  frequency re- 
sponse, which  can save substantial 
amounts of computing time if the model 
has many states. Computation  from the- 
tridiagonal  form is faster than from the 
Hessenberg  form, but this  is  offset by the 
possible numerical  instability of the 
transformation  to tridiagonal form. 

Eigenvalue-eigenvector computations 
are  performed frequently in CLADP,  par- 
ticularly  for finding  the  characteristic 
loci.  These  are again  evaluated  point- 
wise,  and then  sorted so that a  continuous 
set  of  loci is displayed.  The algorithm 
used for finding eigenvalues (and eigen- 
vectors when  required)  is that used  in 
EISPACK. namely  reduction to upper 
Hessenberg  form, followed by a  ‘mod- 
ified  LR‘ algorithm [ 1 11. 

Principal  gains  are the singular values 
of the  frequency response matrix, also 
evaluated pointwise. The  Golub and 
Reinsch algorithm for  finding the sin- 
gular  value decomposition is used [ l l ] .  

The transmission  zeros of a  model 
given in state-space  form  are the eigen- 
values of  the  matrix ( A - B D - k ) .  How- 
ever, the  matrix D is often singular, and 
even if it is regular, computation by this 
route  can be numerically  unstable. Ne- 
vertheless, if the model  is  square (i.e., D 
is square), then  a  bilinear  transformation 
of the frequency  variable  usually  leads to 
a transformed state-space  representation 
in which the ‘D’ matrix  is  regular.  The 
eigenvalue calculation can then be per- 
formed,  and the  zeros  obtained by invert- 
ing the  bilinear transformation [12]. By 
repeating this  procedure with a  different 
transformation, the results  can be 
checked.  However, this check can  on oc- 
casions  be  misleading,  and an  alternative 
approach is available.  This is to search 
iteratively in a  region  of the complex 
plane for a  point  at  which an eigenvalue 
of the frequency response  matrix is zero. 

A  third  way of calculating  zeros in 
CLADP is to use the matrix  manipulation 
routine, which  includes  algorithms for 
solving  generalized  eigenvalue problems 
for  pairs of matrices [13], using ‘QZ’ 
techniques [14]. 

If a transfer-function description of a 
model  is  needed, it is obtained from a 
state-space  description by pointwise eval- 
uation of both deztsl-A) and (sI-AI-’ ,  
followed by fitting polynomials to the 
values of &(SI-A) and the elements of C 
adj(sl-A)B, where the adjoint  matrix is 
obtained by multiplying  values  of (SI- 
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A)-’ by values of the polynomial which 
approximates the determinant. (Of 
course,  CLADP  also  allows models to be 
specified directly by their transfer  func- 
tion  matrices.) 

Conversion from  continuous-time to 
discrete-time  state-space models  is  per- 
formed by first using  ‘scaling and squar- 
ing’  to  obtain an  approximation of 
exp(AT)  (where T is the inter-sample 
interval).  This is the least  unsatisfactory 
of  the  methods reviewed in [ 151. The 
input matrix  (exp(AT)-I)A-’B  is then 
obtained by solving  the linear equation 
AX = (exp(AT)-I)B for X. 

When a  potentially  precarious com- 
putation is  performed in CLADP, some 
check is  usually  made  on the  correctness 
of the  result, and  a  message  is  output to 
the  user if there are indications  that  the 
result is unreliable. However,  there are a 
few  cases,  such as  the  computation of 
zeros, in  which  the user is not alerted to 
possible  problems.  The range of facilities 
available in CLADP is so wide  that al- 
most  any computation can be checked by 
some  means, given  sufficient  ingenuity 
on the part of the user.  This makes 
CLADP not only  powerful, but also re- 
liable if used  intelligently, but it unde- 
niably falls  short of the ideal  situation,  in 
which  the  designer  could proceed con- 
fidently  at  every  step without  needing to 
know  the details of the  algorithms  he is 
executing. It remains  to be seen how 
closely  such an ideal can be approached. 

4. Structure  and  Portability 
CLADP is  written  entirely in 

FORTRAN,  and  contains its  own  librar- 
ies of linear  algebra and graphics subrou- 
tines. It consists of  a  main  program  and 
about 30 major  subroutines,  one of which 
is the ‘supervisor.’ The main  program  is 
little  more than  a  multi-position switch, 
which  calls  one  or  other of the major 
routines. Initially  the  user enters a one- 
word  command which is interpreted by 
the  supervisor: the supervisor  sets up a 
sequence of up to 10 major routines 
which  are  to be called, in the appropriate 
order.  For  example, the  command 
‘NYQUIST’  causes the  ‘Nyquist  Calcu- 
lation’  routine  to be run first, followed by 
the ‘Nyquist  Display’  routine.  Each  of 
these  routines writes  messages to the 
terminal  screen and accepts input from 
the  keyboard (via  input  subroutines). 
Extended  command  lines with  arguments 
are  not  used. 

Altogether  there  are about 400 subrou- 
tines,  and the  source code runs to about 

IO5 lines of FORTRAN. Although  the 
user  interacts directly  with  subroutines  at 
various  levels, input from the keyboard is 
processed by a  limited  number of ma- 
chine-dependent routines.  Consequently 
CLADP is reasonably  portable  between 
machines. To date ft has been  installed on 
GEC  4070,  GEC 4090, Prime 550 and 
Vax  11/780  computers. Earlier versions 
have been  installed  on  a PDP  10,  PDP 
11/45,  and a  Honeywell 6000. On the 
GEC  machines the  compiled  and  linked 
object  code  occupies about 800  kbytes, 
and a further  200 kbytes  are  taken up by 
data  arrays. 

5.  Applications 
A number of  applications of CLADP 

for  control system  design  has been de- 
scribed in the  literature.  Foss et al [17] 
report  its  use  for the control of a  two-bed 
catalytic  reactor,  while Grimble and 
Fotakis [ 181 use CLADP  for the design of 
shape  control systems for a Sendzimir 
steel  rolling  mill. Kouvaritakis and 
Edmunds [ 191 and Foss  [20]  describe the 
use of CLADP  for the design of gas- 
turbine  control  systems. Limebeer and 
Maciejowski [21]  use CLADP to design 
controllers  for a  large turboalternator, 
and  for a  two-gimbal  gyroscope. 

6. Commercial  Availability 
Marketing of CLADP is being  under- 

taken by Compeda  Ltd., of Stevenage, 
U.K., to whom all commercial  enquiries 
should be addressed. 

7. Future  Development 
Our  aim is to  develop a  package which 

is as  useful as  possible to an industrial 
designer.  To achieve  this  requires  a 
careful balancing  of  its  synthesis and 
design  aspects.  Ideally, the designer’s 
role  would  consist mainly of specifying 
his requirements, having  the computer 
automatically synthesize  a controller, 
and then evaluating  the apparent  price to 
be paid  for the  requirements  stipulated 
(in terms of controller  complexity,  gains, 
actuator  drive  levels,  etc). In order to 
enable the designer  to make an accurate 
initial  estimate of a feasible closed-loop 
specification, he should  first  carry out a 
careful initial  analysis of the plant he is 
dealing  with. Hence  the main emphases 
in future  developments will be on: 

(i)  increased flexibility of use, and 
a wider range of analysis  tools in 
the pre-synthesis phase; 

(ii) a  high degree of  automation in 
the  synthesis  phase, given an ac- 
curate specification of the  required 
closed-loop behavior; 
(iii) a  wide and  flexible range of 
analysis  tools  for the  post-synthe- 
sis  phase, including  facilities  for 
the investigation of nonlinear as- 
pects of  system behavior. 

One  particular design approach, which 
we  have called the Quasi-classical ap- 
proach, has  been  extensively  investigated 
and will shortly be incorporated in a new 
version of CLADP.  This is based on 
singular-value  and  generalized  polar  de- 
compositions of transfer-function  ma- 
trices, and enables  one to aim  at  a simul- 
taneous satisfaction of specifications on 
stability,  performance  and robustness. In 
this  approach,  particular  emphasis is 
given  to the  robustness aspects of closed- 
loop  behavior.  After a  singular-value 
decomposition of the transfer-function 
matrix,  phase information is transferred 
from  the singular-direction  frames to the 
singular values to  generate a set of what 
have been  called  Quasi-Nyquist dia- 
grams. A careful  analysis of robustness 
behavior then  gives  a  structure for the 
controller which  uses  the  singular-direc- 
tion frames of the plant (in reversed 
order) but with appropriately-specified 
Quasi-Nyquist  diagrams.  The usefulness 
of  this  approach  stems from  the fact that 
it enables  one  to specify  the compen- 
sating  controller in a way which handles 
all  three key aspects of behavior: sta- 
bility,  performance and  robustness.  A 
further  advantage of ttiis quasi-classical 
approach is that it is well  suited to the 
computer-synthesis phase  of design. The 
controller is  handled in the form of a 
general matrix-fraction  decomposition 
whose  parameters are  optimized  using  a 
double  (i.e. two-nested  loops)  weighted 
least-squares  procedure. Plants with dif- 
ferent  numbers of inputs and outputs  can 
be  handled in this controller synthesis 
approach which is described in detail in 
[ l a .  
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