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Abstract.

Two suites of Fortran programs, which allow the design and
synthesis of multivariable control systems are discussed.

Both suites

operate in an interactive conversational mode, and make appropriate use of

graphic cutput.
routines are groviced.
system simulation programs.
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INTRODUCTION

The digital computer with graphical display
terminals offers a very powerful facility for
control system design and synthesis studies.
The well established design techniques
developed by Nyquist, Bode, Nichols, and
Evans all rely heavily on information
presented in graphical form, and are ideally
suited for implementation on interactive
computing facilities with graphical displays.
Recent developrents in frequency-domain
design methods for multivariable systems,
whick essentially consist of generalisations
of the 'classicel methods', are also well
suited to such implementations. These
latter technigues depend entirely an the use
of a digitel ccmputer to carry out the
necessary calculations, which are toth complex
and tedious. The prime results of these
calculations are presented to the control
system designer in graohical forms, which
provide information about the performance of
the system being studiasd, and give useful
guidance on how tnis performence can be
changed by the use of suitasle compensators
and feedback action.

In addition to design tools many useful
synthesis procedures, such as pole assign-
ment, decoupling, and optimisation algorithms,
play an essential part in the achievement of
a desired performance from a system. These
approaches arose largely from state-space
theory and usually require the designer to
sgecify exactly what he wents to achieve.
This, in turn, implies the solution which is
then found algorithmically. Although the
synthesis procedures were originally intended
for use in & batch-mode environment, their
implementation in an on-line conversational
mode offers considerable advantages to the
control system designer.

computer-aided synthesis;
characteristic locus;
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Powerful deta input-output facilities and date transformation
These are augmented by floxible analvsis and automatic

interactive programs;
pole assignment; decoupling;

In order to carry out compuser-aided studies
on control systems, the conirol engineer
needs various cther facilities. These
consist of a means cf reedily entering data
defining & system model, or definirg a trial
compensator, into the computer in & variety
of forms. This data may then need to be
manipulated into other forms for subseguent
analysis, design, and simulation studies.

It 15 also important to have available the
output routines necessary for thz preserta-
tion of frequency-response and time-response
data in a meaningful manner.

A large set of modular overlaid FORTRAN IV
programs, all operating in an interactive
conversational mode, have been implemented
for these purposes on a DEC-10 computer
situated in the Control Systems Centre at
UMIST. These fecilities, to be described
briefly in the remainder of this paper.
cansist of two separate suites of software.
Ore of these provides the frequency-domain
design techrnigues, anc the other provides
the synthesis methods. Certein fecilities
are common to both suites c¢f prcgrams and
will only be described once. However,
before examining the software suites, the
nature of the contral problem giving rise to
the need for these facilities 1is first
considered.

THE NATURE OF THE CONTROL PROBLEM
Fig. 1 shows the general nature of the
control problem and thus highlights the
facilities needed for the computer-aided
study of such systems. As a result of a
system not meeting a set of 'desired
specifications’', a 'control problem’ exists.
Befure we can start a control study, some
form of description o the system (usually
in the form of a mathemetical model) is
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required. This model is usually nonlinear
and has to be linearised sbout one, or more,
operating points to obtain a set of linear
models for the subsequent control studies.

Simulation of the nonlinear system modsl and
of the aessociated linear models provides
valuable time-domain characterisation of the
system. Analysis of the linear models
provides the designer with further system
characteristics; e.g. order, stability,
controllability, observability, structure;
which provide initial guidence as to how
effective certain design or synthesis toals
will be.

Once an appropriate design or synthesis
method has been selected, the procedure ‘o
be followed to try to meet the desired
system behaviour usually becomes iterative
with respect to the resulting linear system
control studies. The testing of the
resulting control scheme on the full non-
linear model often involves the examination
of such problems as fine tuning, scheduling,
and implementation. Again, simulation is
recuired before final consideration can be
given to the implementation of the proposed
control scheme on the physical system.

The computing facilities developed at UMIST
to examine some of these aspects of a control
system study are considered in the remainder
of this peper.

THE FREQUENCY-DOMAIN DESIGN SUITE

This computer-aided design suite sonsists of
several major softwere packages (see fig.2),
which are briefly described in the following
paragraphs. All communication with the
suite is via the user's (grephics) terminal,
which activates the various facilities by
mesns of predefined mnemonic command words.
The supsrvisor program (SUPER]) simply acts
as an overall communications module which
brings the desired major package into use
and passes the appropriate information to
its local supervisory program (called an
‘executive', but not shown explicitly in
fdgi2i.. The main facilities provided in
this suite consist of a flexible data input-
output packege (I/0), a data manipulation
nackage (DATA), a single-input single-output
system cesign package (SISO}, e rmultiverieble
zystem design package (MIMD), and a
simulation paeckage (TIME). In addition,
there is a graphics package (GRAF) and a set
of data base management routines; the latter
oeipg invisible tc the user.

Data I/C

The date input-output package accepts a system
description in four different Torms; nemely,
measurec fregquency-response data, transfer-
function descriptions. Rosenbrock's system
matrix (Rosenbrock, 1870), or state-space
gquations. Constant date can be entered

into matrices or vectors either element-by-
2lement, or by row, or by column, or in

disgonal form. Polynomial data can be
entered as a series of polynomial factors
or as a single polynomial; =3.g.,
{s3+452+0.0015+10.0) (252+3.6) would be .
entered on-line as (s3+4.0s2+1.0E-35+10.0)
(2.0s2+3.6), where the round brackets are
used to delimit the factors.

All data describing a system is stored in
compact files on the system disk-store in
the originally entered form. However,
polynomial data in factored form is
multiplied out into a single polynomial fer
in-core usage. Transfer-function descrip-
tions including delay-terms and/or common
denominators are readily handled. Most
input errors are trapped by the programs,
and it is virtually impossible for rendom
teletype character errors to cause
termination of execution. Data input/
output is also provided with respect to the
system disk-store and other peripherals.

In addition, a data nodification facllity is
provided which allows individual elemsnts of
data to be changed without having to re-enter
the entire data-file for the item concerned.

Data Manipulation (DATA)

The data manipulation package provides
automatic transformation of data from any
one of the above forms to any of the others.
This facility makes use of techniques such
as curve fitting (Zeman and Griffin, 1970),
system matrix manipulations (Rosenbrock,
1970), the Faddeev algorithm (1863), and a
minimal realisation algorithm (Munro and
Mcleod, 1971). Inversion routines for both
complex matrices and retional polynomial
matrices (Murro and Zakian, 1870) are also
prcvidec. These manipulations are primarily
needed to put the data into the correct form
for any subsequent analysis, design, or
simulation required. The local executive
program determines the sequence of operations
recuired for a particular transfcrmation,
from a look-up tahle, and brings the
necessary routines intc use automatically.
Certain transformetions are undefined when
time-delays are present in the system
deceription. {See Fig. 3).

Single-Input Single-Output System Oesign
(S1s0)

This package provides the user with the well
astablished linear system design techniques
of Nyguist, Bode, Nichols ard Evans (see
0'Azzd and Houpis, 1960). In each case,
the user can specify and change the
description of a cascade or feedbacxk
compensator or the system, &s reguired.

The implemzntation of the root-locus facility
uysed; due to Ash and Ash (1868); allows
systems with time-delays to be hendled, thus
making this approach fully compatible with
the other freguency-domain methods.

Multiveriaole System Design (MIMO)

The multivariseble control systam design
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facilities provided consist of Rosenbrock's
inverse Nygquist aerray design technique
(Rosenbrock, 1974; Munre, 1972), and
MacFerlane's characteristic locus design
techrique (Belletrutti and MacFarlane, 1971;
MacFerlane and Kouveritakis, 1977},

The inverse Nycuilst array design technique
essertially presents an epproach tc the
multivariable contrcl prcblem whereby an
initial ccmpensator is determined which
makes tne system 'diagonzl dominant' anc
reduces the design of the original
interacting system with m-inputs and m-
outputs to the design of m single-loop con-
trollers. The design is carried cut in the
frequency domain and tencs to produce simple
control schemes. Also, engireerirg
constraints are more easily satisfied than
with some of the syrthesis techniques. In
the initial design stages, the polar plots
of all of the elements of tae inverse metrix
belng considered are displayed. As the
design process continues it becomes

necessary to display only the polar plots
associated with the diagonal elements of the
inverse matrix, and finally the polar plots
of selected diagonal elements. The
charactaristic-locus design technique depends
on an extension of the concept of eigenvalues
and eigsnvectors of constant matrices to
matrices of rational polynomial forms. Here,
the freguency behaviour of the cnaracteristic
values and charecteristic vectors of the
appropriate transfer-function matrix are
displaysd and modified by the design of a
suitable multivariable controller. 3oth
Bode-type plots and multiple dirsct Nyquist
plots ere ussd with this approacn. In this
latter approach, the concept of dominance is
not required.

Rosenbrock's INA method for continuous systems
has also been extended to dsel with single-
rate multivariabls sampled-data systems

(Munro and Ibrahim, 1874]). Herz, ths
controller design is carried out in the
fictitious-frequency domein W; using the
bilinear transformation W = (z-1)/(z+1); in
a manner analogous to that of continuous
systems,

In all cases, the user can design pre or
post-compensators ang feedback compensators
(see Fig. 4), and cen readily determine
their effect on the resulting system oy
generating anc examining the appropriate
graphic representations.

System Simulation (TIME)

The simulation packege (Munrc and Bowland,
1972 provides a means of evalueting the
time-responses of both open-lecop and closed-
loop configuretions of the type considered
in Fig. &. Both continuous and single-rate
samp.ed-date system resgonses to step
changes on the system inputs can be ootainzg
for system components described Sy transfer-
function cescriptions, state-space eqguations,
or a mixturc of both. In the former cose,

the equations are automaticelly transformed
to a minimal state-space realization (non-
minimal, if trancport delays are present]).
The resulting equations ere then
automatically assembled for integration
using e variable step-length Runge-Kutta-
Merson algoerthm. The time responses so
obtained can be displayved individuelly or
superimposed, as required. Identical and
individual scaling of responses is provided
interactively. The system configuration
and definition of the desired simulation
are also set up interactively.

Graphics Package

The graphics facilities implemented allow
the user to display and graphically edit
direct and inverse Nyquist plots, Bode
diagrems, Nichols charts, root-locus plots,
inverse Nyquist arrays, characteristic loci
and misalignment plots, and alsc system
time-responses. Facilities such as origin
shifting, element magnification and
auzomratic scaling are provided. The
graphic facilities are classed as part of
the I/0 package.

THE MULTIVARIABLE SYSTEM SYNTHESIS SUITE

In addizion to the multivariable system
frequency-domain design suite, a set of
synthesis techniques is provided in the form
of a separate facllity. The structure of
this suite of programs is shown in Fig. 5,
where it can be seen that certain facilities
such as the data input-output routines, data
manipulation facilities, and simulation
programs are common to those developed for
the frequency-domain design methods. Again,
this suite of programs can be seen to
consist of several major packeges; each
with its cwn local supervisory progran (or
‘executive'), all linked by an overal.l
supervisor program (SUPER]. All directives
entered by a user in the form of mnemonic
command wcrds ere interpreted by the
supervisory modules, which simply activate
the requireag facilities. The main new
features to be considered in this set of
programs are tte facilities provided in the
ANALYSIS and SYNTHESIS packages. Data
input-cutput is performed by a flexible
(I/0) package (as previously described}, and
a powerful dete menipulation facility (DATA)
enables this data to be transformed into any
other desired form (see Fig. 3) as required
by tre synthesis procedure, or analysis
procedure, to te applied. These new
facilities ere now briefly described, in the
follcwing sub-sections.

Analysis Fackage (ANALYSIS)

This packege conteilns such routines as are
necessary for the calculation of cigenvalues
and eigenvectors, system 'zeros'. and
sipgular values. In addition, systems
described by state-space equations can be
transformed to controllatle or observable
stancard forms. The eigenvalue and
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eigenvector calculations provided are
carried out using the QR-algorithm and
eigenvector routines available in E1SPAC
(1978). System zeros are calculated
using the generalised eigenvalue approach,
or Q7 algorithm, as suggested by Laub and
Moore (1876). An alternative method for
the determination of system zeros due to
Devison and Wang (1974), based on eigen-
velue calculations using the QR-algorithm,
is also provided. Although the QZ method
is numerically robust, there are often
difficulties in interpreting the results,
particularly in the case of zeros at
irfinity, and the availability of two
separate procedures is often useful in
resolving such difficulties. The routine
used fcr the determination of the singular
values of a system is also taken from
E1SPAC (1978) and is particularly useful
in resclving certain rank gquesticns (see
Strang, 1976) which arise in the determin-
ation cf the controllability and cbservab-
ility cf o system, and in the determination
of the consistency of sets of equations
(Strang, 1976) which erise in connection
with certain pole-assignment algorithms
(Munro and Novin-Hirbcd, 1979). The
transformation technicues required to
manipulate & state-spece system into its
corresponding controllable or observeble
standard form are describec in Munro (1974;
1977} and Munro end Verdulekis (1974).

Although most of the elgorithme provided in
the ANALYSIS package ere also used implicitly
by many of the synthesis technicues grovided,
it is often useful to have them available
explicitly.

Syntnesis Package (SYNTH)

The synthesis procedures implemented to dete
consist of procedures for the decoupling of
systems for both the state and output-feed-
back cases, procedures for pole assignment
using both state and output-feedback, and
optimal control for the gquadratic cost-
function case. Several different pole
assignment algorithms are implemented, see
Fig. B, and provide both the spectral
approach (Munro, 185¢) and the mapping
approaches (Young and Levsen, 1870]. Both
dyadic and full-rank minimal degree
compansator synthesis procedures are
provided (Novin-Hirbod, 1578). Thess allow
a variety of pole assignment techniques to
be rapidly applied to a given problem and
afford the designer a choice of the resulting
control schemes. The dacoupling algorithms
implemented consist of both the state-feed-
back approach, as dzscrised by Falb and
Wolovich (1867), end the frequency-domain
approach using output-feadback as described
by Wolovich (1375]}. Feor systems naving
‘week inherent coupling’® (see Gilbert, 1868),
the approach suggested by Wang (1970) can
readily be applied using the ocrocedures
implemented.

The optimal control facllities provided at

present cater only for the steady-state, or
infinite settling time, case. The required
optimal controller is determined using the
eiganvalue/eigenvector approach suggested by
MacFarlene (1869), once the appropriate
state and input-weighting matrices have been
specified interactively by the user. The
various weighting factors cen be readily
altered and the corresponding controller
obtainec. The resulting feedback systems
cen each be readily simulated to observe the
effects of these variations.

In addition to these synthesis procedures,
algorithms have alsoc been implemented for
the design of both Luenberger observers
(Munro and Vardulakis, 1974) and Kalman
filters, which provide good estimates of the
state-vector for those cases where the
output-feedback approach is not suitatle.

In the case2 of the Kalman filter only the
steady-state case is currantly availatle and
is implemented using the approach suggestec
5y MecFarlane (1063). Finally, a simple
hut flexible automatic system simulation
package {as previously describsd] provides
facilities for the open or resulting closec-
loop system responses to be examined.

DTHER FEATURES 0OF THE CAD SOF TWARE

All data, whether input by the user or
generated by the design packages, is stcred
in data flles on the system disk-store.
Such a scheme may be likened to using ths
disk as a virtually unlimited dynamic store
whose contents are available to all programs.
With such an arrangement it is necessary to
define suitable mnemonics by which the user
may refer to a given set of data, and also
to define the filename({s) under which that
deta is to be found in the user's own disk-
area. All individual programs adhere to
this mnemonics 1ist.

In addition to the mnemonic names used to
identify system data, a set of mnemonic
command words is used to obtein the desired
action from the CAD suites in a conversat-
ionel mode. These mnemonics cen be entered
arbitrarily in reply to & program generated
request for either a directive or data, at
almost any point in a conversation. They

are used when the user wishes to either
interrupt the nornal cenversation to branch

to some other part of the current conversation
{or to some other part of another conversation
or in reply to the question "WHAT NOW?", which
signifies the end of the current conversation.

The reply "?", which is a request for help,
entered by the user, causes explanatory texts
to be printed out. This feature is
extremely valuable since the possible answers
to the various questions generated by the
C.A.D. suites form & rather comprehensive
1ist, which is difficult to remember. In
some cases, two levels of explanation are
provided: one to prompt a familiar user, and
one to give a more deteiled account of
avallable facilities.
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CONCLUDING REMARKS

Many of the algorithms used throughout the
facilities described above are numerically
weak. This 1is particularly so of the
technigues used to manipulate data in
polynomial form. It would be of
significant value to the control community
therefore, if some professionel effort could
be brought to bear on these problems.

In the development of large facilities of

the type described in this paper, the efforts
of many people are involved. These
contributions are hereby gratefully acknow-
ledged, and in particular the recent efforts
of Dr. S. Novin-Hirbod (1878) in the
development of the synthesis facilities.
Acknowledgements are also due to the Sclence
Rosecarch Cauncil for providing the facilities
on which this work has been carried out.
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